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1 Introduction

This document is ment as an introduction to thermodynamics for users and programmers in
thermopack.

In addition to this memo, there exsist two memos written to document thermopack. These can
be generated running pdflatex in the thermopack documentation folder ./doc/memo/.

Otherwise the thermodynamics book by Callen [1] and by Michelsen [6] is recommended. Much
of the work done on flash algorithms are based on the work by Michelsen [3, 4, 5].

2 Thermodynamic potentials

2.1 Internal energy

As a starting point, one assumes a fundamental equation for the internal energy (U), with the
extensive variables entropy (S), volume (V ) and molar numbers (n) as independent variables:

U = U(S, V,n) (1)

Under the assumption that U is a first order homogeneous function of the extensive variables, one
may use Euler’s theroem of homogeneous functions to show that:

U(S, V,n) = S
∂U

∂S

∣∣∣∣
V,n

+ V
∂U

∂V

∣∣∣∣
S,n

+
∑
i

ni
∂U

∂ni

∣∣∣∣
S,V,nj

= ST − V P +
∑
i

niµi (2)

using the definitions

T ≡ ∂U

∂S

∣∣∣∣
V,n

, P ≡ ∂U

∂V

∣∣∣∣
S,n

, µi ≡
∂U

∂ni

∣∣∣∣
S,V,nj

. (3)

The differential of U given its homogeneous property (2) is

dU = SdT + TdS − V dP − PdV +
∑
i

nidµi +
∑
i

µidni, (4)

while generally the total (exact) differential of (2), given its independent variables, is

dU = TdS − PdV +
∑
i

µidni, (5)

which combine into the Gibbs-Duhem relation for the intensive properties:

SdT − V dP +
∑
i

nidµi = 0. (6)



2.2 Helmholtz energy

The Helmholtz energy is defined as

A(T, V,n) ≡ U − TS, (7)

and by using (5), one may show that

dA = −SdT − PdV +
∑
i

µidni, (8)

and one may then see that

S = −∂A
∂T

∣∣∣∣
V,n

, P = −∂A
∂V

∣∣∣∣
T,n

, µi =
∂A

∂ni

∣∣∣∣
T,V,nj

. (9)

2.3 Gibbs energy

The Gibbs energy is defined as

G(T, P,n) ≡ U + PV − TS, (10)

and by using (5), one may show that

dG = −SdT + V dP +
∑
i

µidni. (11)

and one may then see that

S = −∂G
∂T

∣∣∣∣
P,n

, V =
∂G

∂P

∣∣∣∣
T,n

, µi =
∂G

∂ni

∣∣∣∣
T,P,nj

. (12)

Combining (6) with (11) leads to

dG =
∑
i

µidni +
∑
i

nidµi, (13)

which can be recognized as a total differential for the alternative expression for G:

G =
∑
i

µini. (14)

2.4 Enthalpy

The Enthalpy is defined as
H(S, P,n) ≡ U + PV, (15)

and by using (5), one may show that

dH = TdS + V dP +
∑
i

µidni. (16)

and one may then see that

T =
∂H

∂S

∣∣∣∣
P,n

, V =
∂H

∂P

∣∣∣∣
S,n

, µi =
∂H

∂ni

∣∣∣∣
S,P,nj

. (17)



3 Equilibrium in multi-phase systems with given (T,P)

3.1 Systems with given (T,P)

To characterize the equilibrium state, let us image that a small perturbation from equilibrium
happens, and then focus on the spontaneous process (δ) leading back to the equilibrium state. For
an isolated system, the second law of thermodynamics states that all spontaneous changes towards
the equilibrium state involve an increase in entropy:

δStot ≥ 0 (18)

where δ indicates that it is not a change between different equilibrium states, as d is used to indicate.
We are however not interested in an isolated system, but rather a system with given temperature
and pressure. This may be though of as a sub-system of a total system, the latter satisfying (18).
The other part of the total system is the reservoir, which holds the given temperature and pressure,
and is large enough to force our system to keep the same values. Energy and volume (but not
particles) may be freely exchanged between the system (no subscript) and the reservour (subscript
r), in order to find the equilibrium of the total system. As entropy is an extensive quantity, the
total entropy (which must increase) is a sum of the entropy of the system and en entropy of the
reservoir:

δS + δSr = δStot ≥ 0. (19)

Defining δQ as the heat transferred into the system, the change of entropy in the reservoir is given
by

δSr = −δQ
T

= −
(

1

T
δU +

P

T
δV

)
, (20)

by using the first and second laws of thermodynamics. The implication of (19) is then that

TδS ≥ δU + PδV. (21)

The change in Gibbs energy at constant temperature and pressure is

δG = δ (U + PV − TS)

= δU + PδV + V δP − TδS − SδT
= δU + PδV − TδS, (22)

which combined with (21) shows that
δG ≤ 0. (23)

In words, this shows that a process which increases the entropy of the total system must decrease
the Gibbs energy of a sub-system, given that the rest of the total system behaves like a T, P
reservoir. Given that this process characterizes returns from perturbations around the equilibrium
state, the conclusion must be:

For a closed system of given temperature and pressure, the equilibrium condition is that its
Gibbs energy (G) is at a minimum.



3.2 Multi-phase systems

So far the internal workings of the system have been ignored. Now we want to take into account
that the system may consist of multiple phases, which essentially are sub-systems which are free
to exchange energy, volume and particles. As shown in Sec. 3.1, the condition for equilibrium is
that the Gibbs energy for the entire system is at an extremum with respect to perturbation. Let
us assume that the perturbation is sufficiently small that the chemical potentials to not change,
i.e. δµi ≈ 0. This may also be seen as assuming that the perturbation is so small that δG ≈ dG,
where the latter is given by (11). For constant T and P this means that

δG =
∑
j

δGj =
∑
j

∑
i

µ
(j)
i δn

(j)
i = 0, (24)

where j indicates the phase, and i indicates the component. The conservation of matter, given
no chemical reactions, gives that any change in the mole number of a component in an arbitrary
phase α, must come from a net opposite change in the same component in the other phases:

δn
(α)
i = −

∑
j 6=α

δn
(j)
i . (25)

Combining (24) and (25) leads to∑
j 6=α

∑
i

(
µ
(j)
i − µ

(α)
i

)
δn

(j)
i = 0. (26)

Given that the above must be true for any variation of the independent mole numbers, this means
that

µ
(α)
i = µ

(j)
i ∀ i, j (27)

which in words is stated as:

For a multi-phase system of given temperature and pressure, the equilibrium condition is that
for each component, the chemical potential is equal in all phases.

Additionally, there is a stability criterion for each phase, stated as:

For a multi-phase system of given temperature and pressure, the condition for phase stability
is that the change in total Gibbs energy associated with the formation of a new infinitesimal
phase within an existing phase is non-negative, for any composition of the new phase. This is
called the tangent plane condition.

The change in Gibbs energy with the formation of a new phase of δn moles and composition
wi, from an existing phase of composition zi, is

δG =
∑
i

µi(z) (−wiδn) +
∑
i

µi(w) (+wiδn)

= δn
∑
i

wi (µi(w)− µi(z)) , (28)

which must be non-negative for any composition w, for the existing phase composition z:∑
i

wi (µi(w)− µi(z)) ≥ 0. (29)

When checking the stability of equilibrium phases, the chemical potential of each component is
equal between the phases, and thus the left hand side of (29) is identical for each phase.



4 Equilibrium in terms of an equation of state

4.1 The equation of state

An equation of state is often given as an explicit pressure equation, such as

P = P (T, V,n). (30)

However, many equations of state is expressed as a Helmholtz energy function,

A = A(T, V,n). (31)

which is useful because all thermodynamical properties may be derived by differentiating it.
The Helmholtz function of new multi–parameter GERG equations of state [2, 7] and the older

cubic equations of state is represented as a sum of an ideal contribution, and a departure (residual)
contribution:

A(T, V,n) = Aig(T, V,n) +Ar(T, V,n) (32)

Often a reduced (dimensionless) form of the residual Helmholtz energy is used,

F (T, V,n) = a ≡ Ar(T, V,n)

nRT
(33)

4.2 The residual Helmholtz energy

The relationship between pressure and the Helmholtz energy two forms is:

P (T, V,n) = −∂A
∂V

∣∣∣∣
T,n

=
nRT

V
− ∂Ar(T, V,n)

∂V

∣∣∣∣
T,n

. (34)

An expression for Ar may be found by integrating to the limit of infinite volume at constant
temperature and mole numbers:

Ar(T, V,n) = Ar(T,∞,n) +

∫ V

∞

[
P ig(T, V ′,n)− P (T, V ′,n)

]
dV ′, (35)

which when using that real fluids behave as an ideal gas in the limit of zero pressure (V → ∞)
leads to the expression:

Ar(T, V,n) =

∫ ∞

V

[
P (T, V ′,n)− nRT

V ′

]
dV ′ (36)

Be aware that residual quantities will depend on which set of variables they are represented
with. As an example, let’s show how this works out for the residual Helmholtz energy: From the
state (T, V, P,n) by definition being a real state, we know that

A(T, V,n) = A(T, P,n). (37)

While the value of A is independent of representation, the distribution of it between the ideal
contribution and the residual is not. This is so because the state (T, V, P,n) is not in general a
valid state of an ideal gas, so generally we have that

Aig(T, V,n) 6= Aig(T, P,n). (38)



Using an arbitrary valid ideal gas state at temperature T , (T, V0, P0,n), we have by definition
of this state that

Aig(T, P0,n) = Aig(T, V0,n) (39)

Combining (32), (37), (39) and the ideal gas law leads to the following calculation for the
difference in residuals between variable representations:

Ar(T, V,n)−Ar(T, P,n) = Aig(T, P,n)−Aig(T, V,n)

=
[
Aig(T, P,n)−Aig(T, P0,n)

]
−
[
Aig(T, V,n)−Aig(T, V0,n)

]
=

∫ P

P0

∂Aig

∂P

∣∣∣∣
T,n

dP −
∫ V

V0

∂Aig

∂V

∣∣∣∣
T,n

dV

= nRT ln

(
PV

P0V0

)
= nRT ln

(
PV

nRT

)
= nRT ln (Z) , (40)

where Z is the compressibility factor, defined by

Z ≡ PV

nRT
= 1− V

nRT

∂Ar(T, V,n)

∂V

∣∣∣∣
T,n

. (41)

Thus we have the following expression for the residual Helmholtz free energy expressed through
the variables (T, P,n):

Ar(T, P,n) =

∫ ∞

V

(
P (T, V ′,n)− nRT

V ′

)
dV ′ − nRT ln (Z) (42)

4.3 Fugacity

For a pure ideal gas, the change in chemical potential corresponding to a change in pressure, at
constant temperature, is give by

P

P0
= exp

(
µig(T, P )− µig(T, P0)

RT

)
. (43)

Real fluids do not obey this relation, but one may define an “effective pressure” called fugacity (f)
such that the following relation holds:

f(T, P )

P0
= exp

(
µ(T, P )− µig(T, P0)

RT

)
. (44)

The reference pressure is arbitrary, so one may set P0 = P to make an expression only in terms of
the deviation from ideal gas:

f(T, P )

P
= exp

(
µ(T, P )− µig(T, P )

RT

)
, (45)

which shows that for ideal gases, f(T, P ) = P .

4.3.1 Ideal gas mixtures

An ideal gas mixture is defined as a mixture which has the following expression for the Helmholtz
free energy:

Aig(T, V,n) ≡
∑
i

ni

(
µigi (T, P0) +RT ln

niRT

P0V
−RT

)
(46)



where ni is the mole number of component i, and µigi (T, P ) is the chemical potential of component
i in its pure form at the given temperature and pressure. This definition is consistent with the
ideal gas law for the mixture as a whole, PV = nRT , where n =

∑
ni. From (46) one may find

the Gibbs free energy of the ideal gas mixture as

Gig(T, P,n) = Aig(T, V,n) + (PV )ig = Aig(T, V,n) + nRT

=
∑
i

ni

(
µigi (T, P0) +RT ln

xiP

P0

)
(47)

where xi ≡ ni/n is the mole fraction of component i.
From (46) and (47) one may find the chemical potential, in terms of V or P , of component i in

the ideal mixture as

µigi (T, V,n) ≡ ∂Aig

∂ni

∣∣∣∣
T,V

= µigi (T, P0) +RT ln
niRT

P0V

µigi (T, P,n) ≡ ∂Gig

∂ni

∣∣∣∣
T,P

= µigi (T, P0) +RT ln
xiP

P0
, (48)

which are equal if the state (T, V, P,n) is a valid ideal gas state (PV = nRT ), as expected.
Combining the two equations in (48), while setting P0 = P , leads the the following useful expression:

µigi (T, V,n)− µigi (T, P,n) = −RT ln (Z) (49)

where if (T, V, P,n) is a valid state for an ideal gas, Z = 1, and the right hand side reduces to zero
as expected.

The last equation in (48) may be rearranged to form the inspiration for the definition of real
mixture fugacity in the next section:

Pi
P0

= exp

(
µigi (T, P,n)− µigi (T, P0)

RT

)
(50)

where Pi = xiP is the partial pressure of component i. For P0 = P this reduces to

µigi (T, P,n)− µigi (T, P ) = RT lnxi (51)

4.3.2 Real mixtures

Similar to the case of pure components, one may define an “effective partial pressure” of a component
in a mixture, the component fugacity (fi), such that the following relation similar to (50) holds:

fi(T, P,n)

P0
≡ exp

(
µi(T, P,n)− µigi (T, P0)

RT

)
, (52)

where one may again set P0 = P to state it in terms of deviations from a pure ideal gas:

fi(T, P,n)

P
≡ exp

(
µi(T, P,n)− µigi (T, P )

RT

)
, (53)

The chemical potential of a component in a real mixture may be decomposed into an ideal gas
part and a residual part:

µi(T, V,n) = µigi (T, V,n) + µri(T, V,n)

µi(T, P,n) = µigi (T, P,n) + µri(T, P,n) (54)



which may be combined with (49) to show that

µri(T, V,n)− µri(T, P,n) = RT ln (Z) (55)

Combining (53) and (51), one finds that

fi(T, P,n)

xiP
≡ exp

(
µi(T, P,n)− µigi (T, P,n)

RT

)
(56)

The fugacity coefficient may now be defined, calculated using (56) and (55) as follows:

φi(T, P,n) ≡ fi(T, P,n)

xiP
= exp

(
µi(T, P,n)− µigi (T, P,n)

RT

)

= exp

(
µri(T, P,n)

RT

)
= exp

(
µri(T, V,n)

RT
− ln (Z)

)
= exp

(
1

RT

∂Ar(T, V,n)

∂ni

∣∣∣∣
T,V,nj

− ln (Z)

)
(57)

where Ar(T, V,n) may be found from (36).
As shown in Sec. 3.2, the condition of phase equilibrium is that for each component, the chemical

potential must be equal in all phases. Using (53), and the fact that µigi (T, P ) is independent of
phase, the condition may be restated in the more useful form:

For a multi-phase system of given temperature and pressure, the equilibrium condition is that
for each component i, the quantity xiφi is equal in all phases. The fugacity coefficient may be
calculated from the equation of state through (57) and (41).

5 TP Flash

5.1 General equations of phase equilibrium and stability

As shown in Sec. 3.2 and 4.3.2, the criterion for equilibrium in a multi-phase system at given
temperature and pressure is that for each component, the fugacity is equal in all phases.

f
(α)
i = f

(j)
i ∀ i, j, α (58)

Additionally, there is a phase stability criterion, stated as the tangent plane condition in
Sec. 3.2. Let us define a tangent plane distance function for the composition z, a function of a trial
composition w:

TPDz(w) ≡
∑
i

wi (µi(w)− µi(z)) . (59)

It is often conventient to use a reduced tangent plane distance function

tpdz(w) ≡ TPD(w)

RT

=
∑
i

wi [lnwi + lnφi(w)− ln zi − lnφi(z)]

=
∑
i

wi [lnwi + lnφi(w)− di(z)] , (60)



where di ≡ ln zi + lnφi(z)
The phase stability criterion is then

tpdz(w) ≥ 0 for any valid composition w (61)

and this may be shown to be both a necessary and sufficient condition for phase stability [6].
In practice, ensuring that tpdz(w) is non-negative everywhere in compositional space is done by
finding its minima, and then checking if it is negative at these locations. Finding the minima
of tpdz(w), subject to the constraint of

∑
wi = 1, may be solved using the method of Lagrange

multipliers.
Modified (unconstrained) formulation:

tmz(W ) = 1 +
∑
i

Wi [lnWi + lnφi(W )− di(z)− 1]

= (1−WT +WT lnWT ) +WT tpdz(w) (62)

where Wi = wiWT (WT ≡
∑
Wi) are mole numbers, not composition, and are thus not constrained

to sum to one. At stationary points of tmz(W ) with respect to Wi:

lnW SP
i + lnφi(W

SP)− di(z) = 0 ∀ i (63)

tmz(W
SP) = 1−W SP

T (64)

It may be shown [6, Ch. 9] that the stationary points of tmz(W ) are also valid stationary
points for the constrained function tpdz(w), and tpdz(w

SP) is positive at these minima if and only
if W SP

T ≤ 1, i.e. if tmz(W
SP) ≥ 0. The procedure to check stability can then be formulated as:

1. Find the stationary points of tmz(W ) with respect to W , i.e solutions of (63).

2. Check if W SP
T ≤ 1 at all the stationary points found. If not, the mixture z is unstable.

Eq. (63) may be solved by successive substitution or Newton’s method. As discussed by Michelsen
[6], successive substitution will converge in most case but may suffer from a low rate of convergence,
giving merit to the use of Newton’s method.

A composition z is metastable as long as the Hessian matrix H(z) of tmz(W ) is positive
definite. If not, the state is intrinsically unstable. The limit between the two cases is the stability
limit / spinodal line.

How to uncover all negative minima of tmz(W ) (if any)? This cannot be done with total
certainty, but one may use some clever initial estimates to perform a finite set of searches which
are likely to uncover them.

5.2 Tangent plane stability analysis

Tangent plane stability analysis serves two purposes:

• Verifies that a single phase state is stable.

• If the single phase state is not stable, gives an improved K-factor guess.



As shown, a phase of composition z is stable at the specified temperature and pressure if and only
if tpdz(w) ≥ 0 for any trial phase composition w. This could checked by inspecting the minima of
tmz(W ) (62) and checking the criterion W SP

T ≤ 1.
The original composition is intrinsically unstable if the Hessian

Hij ≡
∂2tmz

∂Wi∂Wj
=
δij
Wi

+
∂ lnφi
∂Wj

(65)

has any negative eigenvalues at the trivial stationary point at W = z. If it has no negative
eigenvalues at this point, the mixture is either stable (tmz(W ) > 0 at all its minima) or metastable
(tmz(W ) < 0 at some minimum where W 6= z).

By using (63), minima of tmz(W ) may be found by successive substitution:

lnW k+1
i = di(z)− lnφi

(
W k

)
, (66)

which may be shown to only converge to minima, not other stationary points. Slow convergence
may be remedied by higher order methods. Outcomes of stability analysis:

• A composition W where tmz(W ) < 0 is found. Continue the flash calculation with w as a
new phase.

• All attempts converge to either the trivial solution of a positive minimum. The composition
z is thus stable.

5.3 Mixture reduced molar Gibbs energy

By combining (14), (56) and (51), one may show that the Gibbs energy of a multi-phase mixture
is given by

G =
∑
j

∑
i

n
(j)
i µ

(j)
i

=
∑
j

∑
i

n
(j)
i

[
µigi (T, P,n) +RT lnφ

(j)
i (T, P,n)

]
=
∑
j

∑
i

n
(j)
i

[
µigi (T, P ) +RT lnx

(j)
i +RT lnφ

(j)
i (T, P,n)

]
=
∑
j

∑
i

n
(j)
i µigi (T, P ) +

∑
j

∑
i

n
(j)
i

[
RT lnx

(j)
i +RT lnφ

(j)
i (T, P,n)

]

=
∑
i

∑
j

n
(j)
i

µigi (T, P ) +
∑
j

∑
i

n
(j)
i

[
RT lnx

(j)
i +RT lnφ

(j)
i (T, P,n)

]
=
∑
i

n
(tot)
i µigi (T, P ) +

∑
j

∑
i

n
(j)
i

[
RT lnx

(j)
i +RT lnφ

(j)
i (T, P,n)

]
(67)

When wanting to compare the total Gibbs energy of different phase configurations possible
from the same overall composition, the first term in (67) will cancel due to being identical in all
configurations. It is thus not necessary to consider it further for these purposes. Denoting this term

by G0 ≡
∑

i n
(tot)
i µigi (T, P ), one may define a reduced molar Gibbs energy useful for comparing

different phase configurations from the same feed by

g ≡ G−G0

nRT

=
∑
i

∑
j

βjx
(j)
i

[
lnx

(j)
i + lnφ

(j)
i (T, P,n)

]
, (68)

where βj is the fraction of moles in phase j.



5.4 Two-phase flash

Consider a mixture of C components, of overall composition z, and define the liquid and vapor
compositions as x and y, respectively. When indices are used instead of vectors, the index i
indicates the component. It is assumed that we have a thermodynamic model for the mixture,
capable of calculating the fugacity of any component, given a set of temperature, pressure and
composition.

The equilibrium condition is
f li = fvi ∀ i (69)

Define β as the overall mole fraction of the vapor phase, giving the material balance:

βyi + (1− β)xi = zi ∀ i (70)

The mole fractions must sum to unity, a condition which may be transformed to the convenient
form:

C∑
i=1

(xi − yi) = 0. (71)

The above equations yield 2C + 1 relations, while the number of variables (x, y, T , P , β) are
2C + 3. This shows that two additional pieces of information are needed, such as specifying (T, P ).

Equilibrium factors:

Ki ≡
yi
xi

(72)

Combining (72) and (70)

xi =
zi

1− β + βKi
, yi = Kixi =

Kizi
1− β + βKi

(73)

At equilibrium, where (69) is satisfied, we have that

Ki ≡
yi
xi

=
φli
φvi

(74)

Combining (71) with (73) leads to the Rachford-Rice equation:

g(β) ≡
C∑
i=1

(xi − yi) =

C∑
i=1

zi (Ki − 1)

1− β + βKi
= 0 (75)

Two-phase TP flash by successive substitution:

1. Use current (or initial) K in the Rachford-Rice equation (75).

2. Solve the Rachford-Rice equation for a value of β e.g. by Newton’s method.

3. Find compositions xi and yi corresponding to the above values of Ki and β, through (73).

4. Find fugacity coefficients from the equation of state given the above compositions, using
e.g. (57).

5. Find a new equilibrium factor K using the above fugacity coefficients and the equilibrium
assunption (74).

6. Go to 1 if K has not converged yet.



Equal fugacities may also be satisfied at “false solutions”, which are critical points of the
Gibbs energy, but not minima. Fortunately, it may be shown that successive substitution can only
converge to minima of the Gibbs energy [6]. Convergence will be slow at high pressures or close to
the mixture critical point.

Initial values for K: Wilson’s approximation:

lnKi = ln

(
Pci
P

)
+ 5.373(1 + γi)

(
1− Tci

T

)
, (76)

where Pci , Tci and γi is the critical temperature, critical pressure and acentric factor, respectively,
of component i.

Single phase solution?
Convergence at β < 0 or β > 0, or convergence to the trivial solution x = y.

Flash strategy:

1. Find Wilson K-factors (76) to use as initial estimates.

2. Do three steps of successive substitution. Check for conditions:

• Total Gibbs energy of the resulting liquid-vapor system is lower than in the feed (assuming
single phase). This verifies the presence of multiple phases. Continue iteration, perhaps
with higher order methods.

• If not the above, check if tpdz(x) or tpdz(y) is negative. If the former, set Ki = φxi /φ
z
i .

If the latter, set Ki = φzi /φ
y
i . Continue iteration.

3. If neither of the above conditions were met after three iterations, do tangent plane stability
analysis.

If at any time β exceeds its bounds, it is very likely that the specification corresponds to a single
phase state. To be certain, perform tangent plane stability analysis.

Initializing W for tangent plane analysis: Investigate both “liquid-like” and “vapor-like” trial
compositions, through Wilson K-factors (76). If the feed itself may with confidence be said to
be “liquid-like” or “vapor-like”, one may to save time only investigate the trial composition of the
opposite kind.

5.4.1 Solution by minimization

When formulating an equilibrium calculation as a minimization problem, it may be useful to use
molar amounts as the independent variables, defined by

vi ≡ βyi
li ≡ (1− β)xi, (77)

such that
vi + li = zi, (78)

where z is now molar amounts, but numerically identical to the feed composition.

yi =
vi∑
vi
, xi =

li∑
li

(79)

βL ≡ 1− β (80)



β =
∑

vi (81)

βL =
∑

li (82)

The minimization problem to be solved is then

v = arg min
v∈RC

{g(v, l(v))} , with l = z − v (83)

e.g. by Newton’s method of optimization (ref appendix).
By using (68) for the case of two-phase systems:

g =
∑
i

(
vi [ln yi + lnφvi ] + li

[
lnxi + lnφli

])
(84)

∂g

∂vj
= ln yj − lnxj + lnφvj − lnφlj

+ 1−
∑
i

yi︸ ︷︷ ︸
=1

+
∑
i

vi
∂ lnφvi
∂vj︸ ︷︷ ︸

=0

− 1 +
∑
i

xi︸ ︷︷ ︸
=1

−
∑
i

li
∂ lnφli
∂lj︸ ︷︷ ︸

=0

= ln yj − lnxj + lnφvj − lnφlj︸ ︷︷ ︸
From EoS

, (85)

where the sums involving derivatives are zero due to Euler’s theroem for homogeneous functions,
as explained in 1.8 of [6].

∂2g

∂vi∂vj
=
∂ lnφvj
∂vi

−
∂ lnφlj
∂vi

−
(
β + βL
ββL

)
+ δi,j

(
zi

xiyiββL

)

=
1

ββL

βL
(∑

i

vi

)
∂ lnφvj
∂vi︸ ︷︷ ︸

From EoS

+β

(∑
i

li

)
∂ lnφlj
∂li︸ ︷︷ ︸

From EoS

−1 + δi,j

(
zi
xiyi

)
(86)

The function g in (84) should at the located minimum be smaller than the smallest possible
value for the a single phase of feed composition:

gfeed = min

{∑
i

zi [ln zi + lnφi(z)]

}
, (87)

which is either a liquid or a vapor state, depending on which has the lowest Gibbs energy.



6 Cubic equations of state

The general cubic equation of state has the form

P =
RT

v − b
− αa

(v −m1b)(v −m2b)
, (88)

where m1 and m2 are dimensionless constants defining the SRK, PR and Van der Waals equation
of state, v = V/n (m3/mol) is the specific volume. The parameters a (m3J/mol2) and b (m3/mol)
typically depend on the composition and the dimensionless quantity α is a function of temperature.

Exercise: Find the reduced residual Helmholtz energy function for a general cubic equation of state
(88).
Solution:

Ar(T, V,N) = n

[
RT ln

(
v

v − b

)
+

αa

(m1 −m2) b
ln

(
v −m1b

v −m2b

)]
(89)

6.1 Mixing rules

Mixing rules are various ways of letting a and b in (88) depend on composition.

6.1.1 Classic mixing rule

Parameters: aii, kij and bi.

a =
∑
i

xi
∑
j

xjaij (90)

aij = aji =
√
aiiajj (1− kij) (91)

b =
∑
i

xibi (92)

6.1.2 Huron-Vidal mixing rule

7 Explicit Helmholtz equations of state

Based on an explicit expression for the reduced dimensionless Helmholtz energy (33). This includes
equations such as GERG2004/2008 and the Span-Wagner equation of state for CO2.

a(δ, τ,x) = aig(ρ, T,x) + ar(δ, τ,x), (93)

where δ is the reduced mixture density and τ is the reduced mixture temperature, which are both
generally dependent on the composition:

δ =
ρ

ρr(x)
, τ =

T

Tr(x)
. (94)



8 Ideal gas Helmholtz energy

The equation of state does not provide the energies. In order to find the total Helmholtz energy,
and not just the residual, the ideal gas contribution Aig must be found.

An ideal gas is defined by two equations. One the equation of state

P ig =
nRT

V
(95)

and the second is the equation for the internal energy

U ig(T, n) = ncv(T )T (96)

which simply states that the internal energy depends on the temperature and the number of particles
only. The function cv is the heat capacity at constant volume:

Cv = ncv ≡
∂Q

∂T

∣∣∣∣
V

=
∂U

∂T

∣∣∣∣
V

. (97)

Additionally there is the heat capacity at constant pressure:

Cp = ncp ≡
∂Q

∂T

∣∣∣∣
P

=
∂H

∂T

∣∣∣∣
P

, (98)

where it was used that dH = δQ+ V dP . For an ideal gas, the enthalpy is

H ig(T, n) ≡ U ig + pigV

= U ig(T, n) + nRT

= n (cv +R)T (99)

which shows that for an ideal gas
cp = cv +R. (100)

Change in ideal gas enthalpy at a constant number of particles:

H ig(T, n)−H ig
0 =

∫ T

T0

∂H

∂T

∣∣∣∣
P

dT

= n

∫ T

T0

cpdT (101)

Change in ideal gas entropy at a constant number of particles:

Sig(T, V, n)− Sig
0 =

∫ T

T0

∂S

∂T

∣∣∣∣
V

dT +

∫ V

V0

∂S

∂V

∣∣∣∣
T

dV

=

∫ T

T0

ncv(T )

T
dT +

∫ V

V0

∂P

∂T

∣∣∣∣
V

dV

= n

∫ T

T0

cp(T )−R
T

dT + nR

∫ V

V0

1

V
dV

= n

∫ T

T0

cp(T )−R
T

dT + nR ln

(
V

V0

)
, (102)

using
∂S

∂T

∣∣∣∣
V

=
∂S

∂U

∣∣∣∣
V

∂U

∂T

∣∣∣∣
V

=
1

T

∂U

∂T

∣∣∣∣
V

=
ncv
T

(103)



and the Maxwell relation
∂S

∂V

∣∣∣∣
T,n

=
∂P

∂T

∣∣∣∣
V,n

. (104)

The total Helmholtz energy is not provided through the cubic equation of state, only the residual
part. The ideal gas part is usually specified as algebraic temperature functions for the heat capacity
at constant pressure, cp(T ), provided for each component in the mixture. The total Helmholtz
energy may be written as

A ≡ U − TS
= U − TS + PV − PV
= H − TS − PV, (105)

which means that the Helmholtz energy of a pure ideal gas may be expressed as:

Aig
i (T, V, ni) = H ig − TSig − nRT

= ∆H ig
i +H ig

0,i − T
(

∆Sig
i + Sig

0,i

)
− niRT

= ni

∫ T

T0

cigp,i(T )dT +H ig
0,i − niT

[∫ T

T0

cigp,i(T )−R
T

dT +R ln

(
V

V0

)]
− TSig

0,i − nRT.

(106)

Mixing carries with it another entropy contribution, even in the case of ideal mixtures, i.e. with
no interactions. The entropy change from ideal mixing at constant pressure and temperature is:

∆Sig
mix = −nR

∑
i

xi lnxi

= −R
∑
i

ni ln
(ni
n

)
, (107)

which means that the total Helmholtz energy of an ideal mixture is given by:

Aig(T, V,n) =
∑
i

Aig
i (T, V, ni)− T∆Sig

mix (108)

In terms of the reduced Helmholtz energy, this becomes:

aig(T, V,x) =
∑
i

xia
ig
i (T, V ) +

∑
i

xi lnxi, (109)

where

aigi (T, V ) ≡
Aig
i (T, V, ni)

niRT
. (110)

A Newton’s method for root finding

B Newton’s method for optimization (Modified Newton)

C Accelerated direct substitution (Dominant Eigenvalue Method)
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